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#### Abstract

A completely automated method for simulating constrained mechanical systems of particles is presented. A compiler generates MATLAB ${ }^{\circledR}$ program files that are specific to the problem presented by the user. These automatically generated programs call several subroutines that perform numerical differentiation, acceleration computation and numerical integration, providing the accelerations, velocities and coordinates of all the particles of the specific mechanical system. © 2003 Elsevier Inc. All rights reserved.
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## 1. Introduction

One of the central problems in analytical mechanics is the derivation of equations of motion for constrained mechanical systems. Lagrange [1], Gauss [2], Gibbs [3] and Appell [4] proposed analytical methods to derive the equations

[^0]of motion. However, the choice of a reduced set of independent variables and the assumption of independent constraint equations constitute a hindrance to the automatic derivation of the equations of motion.

More recently, Udwadia and Kalaba [5] introduced the generalized inverse form of the acceleration for constrained mechanical systems. Their solution is equivalent to Gauss, Lagrange and Gibbs-Appell equations of motion [5-7]. One advantage of the generalized inverse form is that the actual acceleration is given explicitly. Besides it, non-holonomic constraints are dealt as easily as holonomic constraints, and dependent constraint equations may be included, as long as they are consistent with each other. Another advantage is that the method does not require the choice of a reduced set of variables. Its analytical solution still demands a lot of algebraic work for the determination of the actual acceleration. However, the automatic solution of the equations of motion can be obtained. A completely automated numerical method is presented in this work. Given the constraint equations, masses and external forces, the generalized inverse solution can be obtained automatically. The automation of the generalized inverse method makes the simulation of constrained mechanical systems of particles straightforward.

## 2. Methods

Consider an unconstrained mechanical system with $n$ particles. The free acceleration vector $\left(x_{1}, y_{1}, z_{1}, x_{2}, y_{2}, z_{2}, \ldots, x_{n}, y_{n}, z_{n}\right)$ is related to the total external force $\mathbf{f}=\left[f x_{1}, f y_{1}, f z_{1}, \ldots, f x_{n}, f y_{n}, f z_{n}\right]^{\mathrm{T}}$ applied to the particles, and can be expressed as

$$
\begin{equation*}
\mathbf{a}=\boldsymbol{M}^{-1} \cdot \mathbf{f} \tag{1}
\end{equation*}
$$

where $\boldsymbol{M}$ is the mass matrix, a positive definite diagonal matrix, with masses $\left\{m_{1}, m_{1}, m_{1}, m_{2}, m_{2}, m_{2}, \ldots, m_{n}, m_{n}, m_{n}\right\}$ on its main diagonal.

Let us introduce $m$ independent constraints, holonomic or non-holonomic, in the mechanical system. A set of $m$ linear relationships on the acceleration components ( $\left.\ddot{x}_{1}, \ddot{y}_{1}, \ddot{z}_{1}, \ldots, \ddot{x}_{n}, \ddot{y}_{n}, \ddot{z}_{n}\right)$ is obtained by differentiating the constraint equations. Holonomic constraint equations $h_{k}(t, \mathbf{x}(t))=0$ should be differentiated twice, while non-holonomic constraints $g_{k}(t, \mathbf{x}(t), \dot{\mathbf{x}}(t))=0$ should be differentiated only once. The set of linear relationships can be written in matrix notation as

$$
\begin{equation*}
A(t, \mathbf{x}, \dot{\mathbf{x}}) \cdot \ddot{\mathbf{x}}=\mathbf{b}(t, \mathbf{x}, \dot{\mathbf{x}}) \tag{2}
\end{equation*}
$$

According to Udwadia and Kalaba [5], the generalized inverse form of the actual acceleration is given in terms of matrix $\boldsymbol{A}$ and vector $\mathbf{b}$

$$
\begin{equation*}
\ddot{\mathbf{x}}=\mathbf{a}+\boldsymbol{M}^{-1 / 2} \cdot\left(\boldsymbol{A} \cdot \boldsymbol{M}^{-1 / 2}\right)^{+} \cdot(\mathbf{b}-\boldsymbol{A} \cdot \mathbf{a}) \tag{3}
\end{equation*}
$$

where $\left(\boldsymbol{A} \cdot \boldsymbol{M}^{-1 / 2}\right)^{+}$is the Moore-Penrose generalized inverse matrix [8] of the product $\left(\boldsymbol{A} \cdot \boldsymbol{M}^{-1 / 2}\right)$.

The automation of the generalized inverse method can be divided into four steps [9]. In the first step, the compiler writes specific programs that call general routines. The second step consists of the differentiation of constraint equations. The third step is the determination of matrix $\boldsymbol{A}$ and vector $\mathbf{b}$. The fourth step is the computation of the actual acceleration, given matrix $\boldsymbol{A}$ and vector $\mathbf{b}$ and numerical integration. Each step of the generalized inverse method can be implemented automatically.

In the main program, the user provides constraint equations, masses and external forces as inputs. The output (first step) is a specific set of MATLAB ${ }^{\circledR}$ source files that call general routines for numerical differentiation (second step), matrix $\boldsymbol{A}$ and vector $\mathbf{b}$ construction (third step), acceleration computation and numerical integration (fourth step). The word specific is used here to express that the files are generated for the specific problem that was defined by the user. The generation of the specific set of files using the given inputs is performed by the main program implemented in MATLAB ${ }^{\circledR}$, which is called "compiler". Fig. 1 illustrates the relationship between the inputs and outputs of the compiler.

The general routines and the compiler are described in the following sections. Then, an example is given to illustrate how the system may be used for the simulation of constrained mechanical systems of particles.

### 2.1. General routines for differentiation

The second automation step involves differentiation of constraint equations. One differentiation of any non-holonomic constraint of the form $g_{k}(t, \mathbf{x}(t), \dot{\mathbf{x}}(t))=0$ results in a linear relationship on the acceleration components, given by Eq. (4).

$$
\begin{align*}
& \frac{\partial g_{k}}{\partial \dot{x}_{1}} \ddot{x}_{1}+\frac{\partial g_{k}}{\partial \dot{y}_{1}} \ddot{y}_{1}+\frac{\partial g_{k}}{\partial \dot{z}_{1}} \ddot{z}_{1}+\cdots+\frac{\partial g_{k}}{\partial \dot{x}_{n}} \ddot{x}_{n}+\frac{\partial g_{k}}{\partial \dot{y}_{n}} \ddot{y}_{n}+\frac{\partial g_{k}}{\partial \dot{z}_{n}} \ddot{z}_{n} \\
& \quad=-\left(\frac{\partial g_{k}}{\partial t}+\frac{\partial g_{k}}{\partial x_{1}} \dot{x}_{1}+\frac{\partial g_{k}}{\partial y_{1}} \dot{y}_{1}+\frac{\partial g_{k}}{\partial z_{1}} \dot{z}_{1}+\cdots+\frac{\partial g_{k}}{\partial x_{n}} \dot{x}_{n}+\frac{\partial g_{k}}{\partial y_{n}} \dot{y}_{n}+\frac{\partial g_{k}}{\partial z_{n}} \dot{z}_{n}\right) . \tag{4}
\end{align*}
$$

One may notice that the coefficients of acceleration components are partial derivatives. As a result, the differentiation of constraint equations involves the calculation of partial derivatives. The fast and efficient evaluation of derivatives (FEED) method [10] evaluates derivatives in an automatic and efficient manner. It expresses a given function as a combination of simple functions available in a library of numerical routines. Each FEED routine calculates the value of a specific simple function and its first and second partial derivatives.


Fig. 1. Automation system.

Several FEED routines were implemented [9] in MATLAB ${ }^{\circledR}$ and adapted for this work.

For any function $g_{k}(t, \mathbf{x}, \dot{\mathbf{x}})$, vector $G_{k}$ contains the function's value, and its first- and second-order partial derivatives. The first element of vector $G_{k}$ is the value of function $g_{k}(t, \mathbf{x}, \dot{\mathbf{x}})$. The second element is the first partial derivative of the function $g_{k}$ regarding time $t$. Rows 3 to $3 n+2$ contain the first partial derivatives regarding coordinates $\left(x_{1}, y_{1}, z_{1}, x_{2}, y_{2}, z_{2}, \ldots, x_{n}, y_{n}, z_{n}\right)$. The first
partial derivatives regarding velocity components $\left(\dot{x}_{1}, \dot{y}_{1}, \dot{z}_{1}, \dot{x}_{2}, \dot{y}_{2}, \dot{z}_{2}, \ldots\right.$, $\dot{x}_{n}, \dot{y}_{n}, \dot{z}_{n}$ ) are on rows $3 n+3$ to $6 n+2$.

Two differentiations of holonomic constraints $h_{k}(t, \mathbf{x}(t))=0$ result in linear relationships on the acceleration components. General FEED routines implement the two differentiations required for the second automation step. For holonomic constraints, vector $H_{k}$ contains function $h_{k}(t, \mathbf{x})$, and its first- and second-order partial derivatives. The first element of vector $H_{k}$ is the value of function $h_{k}(t, \mathbf{x}(t))$. Rows 2 to $3 n+2$ contain the first partial derivatives regarding time $t$ and coordinates $\left(x_{1}, y_{1}, z_{1}, x_{2}, y_{2}, z_{2}, \ldots, x_{n}, y_{n}, z_{n}\right)$. Second-order partial derivatives are on the last rows of vector $H_{k}$.

### 2.2. General routine for identification of matrix $\boldsymbol{A}$ and vector $\boldsymbol{b}$

The third step of the generalized inverse method is the identification of matrix $\boldsymbol{A}$ and vector $\mathbf{b}$, in terms of the calculated partial derivatives. Each constraint equation brings a new row $\mathbf{A}_{k}$ to matrix $\boldsymbol{A}$, and a new element $b_{k}$ to vector $\mathbf{b}$. For non-holonomic constraints $g_{k}(t, \mathbf{x}(t), \dot{\mathbf{x}}(t))=0$, the $k$ th rows of matrix $\boldsymbol{A}$ and vector $\mathbf{b}$ may be obtained through Eq. (4), and are given in matrix notation by Eqs. (5) and (6).

$$
\mathbf{A}_{k}=\left[\begin{array}{lllllll}
\frac{\partial g_{k}}{\partial \dot{x}_{1}} & \frac{\partial g_{k}}{\partial \dot{y}_{1}} & \frac{\partial g_{k}}{\partial \dot{z}_{1}} & \cdots & \frac{\partial g_{k}}{\partial \dot{x}_{n}} & \frac{\partial g_{k}}{\partial \dot{y}_{n}} & \frac{\partial g_{k}}{\partial \dot{z}_{n}} \tag{5}
\end{array}\right],
$$

for $k=1,2, \ldots, m$.
For holonomic constraints, each row $\mathbf{A}_{k}$ of matrix $\boldsymbol{A}$ is given by Eq. (7) and each row $b_{k}$ of vector $\mathbf{b}$ is given by Eq. (8).

$$
\mathbf{A}_{k}=\left[\begin{array}{lllllll}
\frac{\partial h_{k}}{\partial x_{1}} & \frac{\partial h_{k}}{\partial y_{1}} & \frac{\partial h_{k}}{\partial z_{1}} & \cdots & \frac{\partial h_{k}}{\partial x_{n}} & \frac{\partial h_{k}}{\partial y_{n}} & \frac{\partial h_{k}}{\partial z_{n}} \tag{7}
\end{array}\right],
$$

$$
\begin{align*}
b_{k}= & -\left[\begin{array}{ccccc}
1 & \dot{x}_{1} & \dot{y}_{1} & \cdots & \dot{z}_{n}
\end{array}\right] \\
& \times\left[\begin{array}{ccccc}
\frac{\partial^{2} h_{k}}{\partial t^{2}} & \frac{\partial^{2} h_{k}}{\partial t \partial x_{1}} & \frac{\partial^{2} h_{k}}{\partial t \partial y_{1}} & \cdots & \frac{\partial^{2} h_{k}}{\partial t \partial z_{n}} \\
\frac{\partial^{2} h_{k}}{\partial x_{1} \partial t} & \frac{\partial^{2} h_{k}}{\partial x_{1}^{2}} & \frac{\partial^{2} h_{k}}{\partial x_{1} \partial y_{1}} & \cdots & \frac{\partial^{2} h_{k}}{\partial x_{1} \partial z_{n}} \\
\frac{\partial^{2} h_{k}}{\partial y_{1} \partial t} & \frac{\partial^{2} h_{k}}{\partial y_{1} \partial x_{1}} & \frac{\partial^{2} h_{k}}{\partial y_{1}^{2}} & \cdots & \frac{\partial^{2} h_{k}}{\partial y_{1} \partial z_{n}} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{\partial^{2} h_{k}}{\partial z_{n} \partial t} & \frac{\partial^{2} h_{k}}{\partial z_{n} \partial x_{1}} & \frac{\partial^{2} h_{k}}{\partial z_{n} \partial y_{1}} & \cdots & \frac{\partial^{2} h_{k}}{\partial z_{n}^{2}}
\end{array}\right]\left[\begin{array}{c}
1 \\
\dot{x}_{1} \\
\dot{y}_{1} \\
\vdots \\
\dot{z}_{n}
\end{array}\right] ; \tag{8}
\end{align*}
$$

for $k=1,2, \ldots, m$.
In this work, a general routine that builds matrix $\boldsymbol{A}$ and vector $\mathbf{b}$ from the partial derivatives provided by FEED routines was implemented in MAT$\mathrm{LAB}^{\circledR}$.

### 2.3. General routines for computation of the actual accelerations, velocities and positions

Once matrix $\boldsymbol{A}$ and vector $\mathbf{b}$ are obtained, the fourth step of the generalized inverse method can be automated. The actual acceleration should be calculated by Eq. (3). However, there is a need for a numerical routine that calculates generalized inverse matrices. The numerical calculation of generalized inverse matrices may be performed in several ways [11,12]. In this work, a MATLAB ${ }^{\circledR}$ routine called $\boldsymbol{\operatorname { p i n } \boldsymbol { v }}(\cdot)$ [13] was used. It calculates pseudo-inverse matrices numerically, through singular value decomposition routines. The actual acceleration is then obtained from the constraint equations, by an automated method.

One may also desire to obtain trajectories instead of accelerations. In this case, a numerical integration method may be used. In our work, a fourth-order Runge-Kutta method with constant step size is used for calculation of velocities and coordinates.

### 2.4. Compiler

The set of general routines described in the previous sections allows fluent users of MATLAB ${ }^{\circledR}$ to write programs that solve their specific problems, by calling those routines. However, in order for the system to be useful for all users, it is important that a man-machine interface be available, allowing data to be input by the user and automatically creating (first step) a specific set of programs, which calls general routines. This interface was implemented as a
compiler that converts input data into specific programs written in MATLAB ${ }^{\circledR}$ language. These programs, in turn, solve the specific problem.

As in any compiler development problem, it is advisable to specify rigorously the language to be accepted by the compiler, before its implementation. To do this, we use knowledge from compiling theory [14].

The compiler has three functional parts: a lexical analyzer, a syntax acceptor, and a set of semantic routines. The lexical analyzer processes the input chains (for example, the specifications of forces and constraint equations), decomposing them into basic elementary units (for example, variables, constants, functions and operation symbols), called "tokens". The syntax recognizer verifies the adherence of the sequence of tokens generated by the lexical analyzer to the grammar defining the syntax of the input language-the language that specifies the application problem to be solved. This grammar specifies the set of rules, by defining the valid sequences of tokens. Finally, the set of semantic routines implements the generation of the desired MATLAB ${ }^{\circledR}$ script text, by choosing the general routines to be called and delivering the needed error messages.

In this implementation, the compiler may be described as a sequence of nine dialogs:

## Compiler

1. dialog A (subroutine name)
2. dialog B (system dimension)
3. dialog C (number of particles)
4. dialog D (number of constraint equations)
5. dialog E (masses)
6. dialog F (forces)
7. dialog G (constraint equations)
8. dialog H (initial values for numerical integration)
9. dialog I (parameters for numerical integration)

The automaton that represents the sequential logic of the compiler is illustrated in Fig. 2. Letters A through I represent dialogs between the compiler and its user. Actual dialogs are described in Table 1. Semantic routines are represented by R1 through R14 and are described by templates 1 to 4, in Appendix A.

According to Table 1, for each input type (file name, mass, force, constraint equation, etc.), there are corresponding valid atoms. For masses, any positive number is valid (integer, decimal, scientific). For system dimension, number of particles and number of constraint equations, the only valid atoms are natural numbers. For the sake of simplicity, we omit the descriptions of the lexical,


Fig. 2. Submachine compiler.
syntactical and semantic analyzers in the cases mentioned above, for they may be implemented directly as part of the host programming language.

However, in order to describe the more complex structures of the compiler, their analyzers are specified in detail.

File names assume the standard form, being denoted as a letter followed by an optional sequence of letters and/or decimal digits. The maximum length is 7,

Table 1
Compiler dialogs
\(\left.$$
\begin{array}{lll}\hline \text { System messages } & \text { Syntax of user's answer } & \text { Restrictions } \\
\hline \begin{array}{l}\text { A—Enter subroutine name } \\
\text { (maximum } 7 \text { characters) })^{(a)}\end{array} & \text { Name } & \begin{array}{l}\text { Only the seven leftmost characters are used. } \\
\text { Programs defined in this way are activated by a } \\
\text { function call, identified by the letter c, followed }\end{array}
$$ <br>
by the name provided in this dialog (the <br>
resulting name is used for identifying the file <br>

corresponding to the specific main program).\end{array}\right]\)| Options: 1,2 and 3 |
| :--- |

that is, only the first seven characters of longer names will be considered. All grammars below are described in Wirth's notation for context-free languages.

## Lexical Grammar for file names:

1. letter = "A" | "B" |"C" |"D" | "E" | "F" |"G" |"H" | "I" |"J" "K" " "L" " "M" |"N" |"O" |"P" |"Q" |"R"|"S"| "T"|"U" "V" |"W" | "X" | "Y" | "Z" | "a" |"b" |"c" |"d" | "e" | "f"
 "s" | "t" |"u" |"v" |"w" |"x" |"y" |"z".
2. digit $=" 0 "|" 1 "| " 2 "|" 3 "| " 4 "|" 5 "| " 6 "|" 7 "| " 8 " \mid " 9 "$.

## Syntax Grammar for file names:

1. name $=$ letter $\{$ digit $\mid$ letter $\}$.

The lexical analyzer will extract the following valid atoms from force components and constraint equations: variables, functions, operators and numbers. Valid variables are: $t, x \diamond, y \diamond, z \diamond, v x \diamond, v y \diamond, v z \diamond$ where $\diamond$ denotes a natural number in the range 1 to $p$ for a system with $p$ particles. For example, $v y 14$ is valid, while $v y 15$ is not valid for a system with 14 particles. Variables $t 12, y, v z$ and $z 0$ are not valid, regardless of the system's dimension. The only valid names for functions are: $\sin , \cos , \tan , ~ a s i n, ~ a c o s, ~ a t a n, ~ e x p, ~ l n, ~ l o g, ~ s i n h, ~$ cosh, tanh, asinh, acosh, atanh, and they are used in the conventional form. Valid operators are $+,-, *, /, \wedge$. They stand for the five usual arithmetic operations (sum, subtraction, multiplication, division, and power). Numbers may be denoted in natural, decimal or scientific notation.

The lexical grammar for constraint equations and forces may be described in the following way:

## Lexical Grammar for force components and constraint equations:

1. variable $=" \mathrm{t} " \mid(" \mathrm{v} " \mid \varepsilon)(" \mathrm{x} "|" \mathrm{y} "| " \mathrm{z} ")$ digit1 $\{$ digit \} .
2. natural $=\operatorname{digit}\{\operatorname{digit}\}$.
3. decimal = natural "." \{digit $\} \mid$ "." digit $\{$ digit $\}$.
4. scientific $=$ (natural ("." \{digit $\} \mid \varepsilon) \mid " . "$ digit $\{$ digit $\})$ "e" ("+" $\left.{ }^{\prime \prime}-" \mid \varepsilon\right)$ digit $\{d i g i t\}$.
5. function $=$ "sin" $|" \cos "| " \tan "|" a s i n "| " a c o s "|" a t a n "| " e x p " \mid " l n "$ |"log"|"sinh"|"cosh"|"tanh"|"asinh"|"acosh"|"atanh".
6. digit1 = " $1 "|" 2 "| " 3 "|" 4 "| " 5 "|" 6 "| " 7 "|" 8 "| " 9 "$.
7. digit $=" 0 " \mid$ digit1.

An automaton corresponding to the lexical analyzer associated with this grammar is illustrated in Fig. 3.


Fig. 3. Submachine lexical analyzer for force components and constraint equations.


Fig. 4. Submachine syntax analyzer for force components and constraint equations.

From the syntactical point of view, atoms are arranged according to the following rule:

## Syntax Grammar for force components and constraint equations:

1. expression $=$ (variable $\mid$ natural $\mid$ decimal $\mid$ scientific $\mid$
"(" ("+" " "-" $\mid \varepsilon$ ) expression ")" $\mid$ function "(" ("+" $|"-"| \varepsilon)$ expression ")")
$\{("+"|"-"|$ "*" $\mid$ " $/ " \mid$ " $\times ")$ (variable | natural | decimal | scientific |
"(" ("+" " "-" $\mid \varepsilon)$ expression ")" function "(" ("+""|"-" $\mid \varepsilon)$ expression")")\}

A submachine corresponding to the non-terminal expression is depicted in Fig. 4.

## 3. Example

The simulation of a system with two particles is used as an application of the automated method. Coordinates are given in terms of an inertial Cartesian $\operatorname{system}\left(x_{1}, y_{1}, z_{1}, x_{2}, y_{2}, z_{2}\right)$.

The first particle is subject to two holonomic constraints that describe the fact that the particle is moving in a meridian, over the surface of a ball rotating around the $z$-axis with a constant angular velocity.

These holonomic constraints are given by

$$
\begin{equation*}
h_{1}(t, \mathbf{x})=x_{1}^{2}+y_{1}^{2}+z_{1}^{2}-1=0 \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{2}(t, \mathbf{x})=x_{1} \cdot \sin (2 \pi t)-y_{1} \cdot \cos (2 \pi t)=0 . \tag{10}
\end{equation*}
$$

The second particle is subject to two non-holonomic equations. No external forces are applied to the particle. The two non-holonomic constraints are described by

$$
\begin{equation*}
g_{3}(t, \mathbf{x}, \dot{\mathbf{x}})=z_{2} \cdot \dot{x}_{2}-\dot{y}_{2}=0, \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{4}(t, \mathbf{x}, \dot{\mathbf{x}})=z_{2}^{2} \cdot \dot{x}_{2}-\dot{y}_{2}=0 . \tag{12}
\end{equation*}
$$

The following set of values was given as input to the compiler: masses equal to 1 kg and an external force of -9.81 N applied to the first particle in the radial direction.

The compiler generated automatically the set of specific programs-included in Appendix B - that was the implementation of the generalized inverse method for this specific problem.

Numerical integration of the actual accelerations-performed by the set of specific programs-provided the trajectories of the particles. Integration was performed in MATLAB ${ }^{\circledR}$ for a 5 -s time window, with and integration step size of 0.005 s . Initial conditions ( $\left.x_{1}, y_{1}, z_{1}, x_{2}, y_{2}, z_{2}, \dot{x}_{1}, \dot{y}_{1}, \dot{z}_{1}, \dot{x}_{2}, \dot{y}_{2}, \dot{z}_{2}\right)$ were consistent with the constraint equations and given by $(\sqrt{2} / 2,0, \sqrt{2} / 2,2,1$, $-0.75,0, \sqrt{2} \cdot \pi, 0,0,0,0.25)$.

The numerical integration results obtained through the automatically evaluated acceleration are shown in Figs. 5 and 6. Constraint functions $h_{1}$ and $h_{2}$ given by Eqs. (9) and (10)-were calculated for 5 s of numerical integration. Function $h_{1}$ assumed the maximum absolute value of $1.5 \times 10^{-5}$, while function $h_{2}$ had a maximum absolute value of $2.5 \times 10^{-11}$. Both values show that errors were negligible in comparison to the amplitude of the corresponding coordinates.

Fig. 6a-c shows the coordinates of the second particle. Coordinates $x_{2}$ and $y_{2}$ remain constant. However, $z_{2}$ has a linear response $z_{2}(t)=-0.75+0.25 t$. Consequently, two of the velocity components remain equal to zero, and the third one is constant and equal to 0.25 , as one may see in Fig. 6d-f. In Fig. 6g-i we may observe that all three acceleration components are equal to zero. With this second particle, there was a change in the rank of matrix $A$, for $z_{2}=0$. However, the results of numerical integration were quite satisfactory. Constraint functions $g_{3}$ and $g_{4}$ given by


Fig. 5. (a-c) Coordinates, ( $\mathrm{d}-\mathrm{f}$ ) velocities, and ( $\mathrm{g}-\mathrm{i}$ ) accelerations of a particle subject to two holonomic constraints.


Fig. 6. (a-c) Coordinates, (d-f) velocities, and (g-i) accelerations of a particle subject to two nonholonomic constraints.

Eqs. (11) and (12), were exactly equal to zero, throughout the whole simulation interval.

## 4. Discussion

The automated method developed in this work deals with holonomic and non-holonomic constraints. It allows the use of rectangular coordinates instead of forcing the choice of generalized coordinates. Constraint equations do not need to be independent, as long as they are consistent. It also has flexibility to handle systems with several particles.

The compiler-a computer program that implements this method in MATLAB ${ }^{\circledR}$ _provides accelerations, velocities and coordinates of all particles of a constrained mechanical system, and can be easily used by people who are not experts in advanced topics of Mechanics. It was used for the simulation of a mechanical system with two independent particles and four constraint equations, by automatically creating a specific set of programs that calculated the acceleration in the generalized inverse form and performed numerical integration. The same compiler can be used to solve other problems involving constrained mechanical systems of particles, including particles that interact with each other, if the user provides suitable datasystem dimension, number of particles, applied forces and constraint equations.

In summary, this work developed the complete automation of the generalized inverse method, for constrained mechanical systems of particles.
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## Appendix A. Templates

Elements in rectangles are filled with appropriate values, according to the corresponding user-provided data.

## Specific Subroutine Template 1

```
Function V = ARQ0 (t,U);
% Global variable definitions
global nU N Nhs Nhr Nns Nnr Nths Nthr Ntns Ntnr;
% Velocity vector
xdot=U(nU/2+1:nU);
% Initialization of matrix A and vector b
A=[ ]; b=[ ];
% Variables in terms of }t\mathrm{ and }
x1=U(1);Y1=U (2); z1=U (3);
\vdots
```



```
vx1=U(D*P+1);vyl=U(D*P+2);vzl=U(D*P+3);
vxP}=\textrm{U}(2\textrm{D}*\textrm{P}-2);vyP=U(2\textrm{D}*\textrm{P}-1);vz\textrm{P}=\textrm{U}(2\textrm{D}*\textrm{P})
% Mass matrix
M=[ M ];
M2=M^(-0.5);
% Free acceleration vector
a=[aX1(0); aY1(0); aZ1(0); \ldots; ;aXP(0); aYP(0); aZP(0)];
```


## Specific Subroutine Template 2

: Time and velocity flags
tflag=TFLAG; vflag=VFLAG;
\% Number of variables and derivatives
Nv=Nhs; Nt=Nths;
\% Variables in terms of parameters $t$ and $U$
X1=f_var (U (1), 1,Nt, tflag);
Y1=f_- $\operatorname{var}(\mathrm{U}(2), 2, N t, t f l a g) ;$
Z1=f_- $\operatorname{var}(\mathrm{U}(3), 3, N t, \mathrm{tflag})$;
!

Y B $=\mathrm{f}_{-}^{-} \operatorname{var}\left(\mathrm{U}(\mathrm{D*P-1}), \mathrm{D}^{*} \mathrm{P}-1\right.$, Nt, tflag) ;
$Z \vec{P}=f \_\operatorname{var}(U(\overline{D * P}), ~ D * P, N t, t f l a g) ;$
\% Subroutine call: implementation of the constraint equation.
$\mathrm{F}=$ EXPRESSION
Ain=A;bin=b;
\% Update of matrix $A$ and vector $b$
$[A, b]=$ newAb (Ain, bin, F, xdot, N, tflag,vflag) ;

## Specific Subroutine Template 3

```
% Actual acceleration vector
accel=a+M2*(pinv (A*M2)) *(b-A*a);
% Velocity vector
V=[xdot(:); accel(:)];
```

```
    Specific Subroutine Template 4
% PROGRAM ARQ1.M
clc; clear; clear functions;
% Initialization of variables
global nU N Nhs Nhr Nns Nnr Nths Nthr Ntns Ntnr;
N= D*P;
nU=2*N;
Nhs=N; Nths=1+Nhs+Nhs* (Nhs+1)/2;
Nns=2*N; Ntns=1+Nns;
Nhr=N+1; Nthr=1+Nhr+Nhr* (Nhr+1)/2;
Nnr=2*N+1; Ntnr=1+Nnr;
% Numerical integration variables
h= H;
t0=T0;
tf=TF;
% Initial conditions
w0=[ X1(0); Y1(0); Z1(0); ... ; XP(0); YP(0); ZP(0); VX1(0); VY1(0); VZ1(0);...;
VXP(0); VYP(0); VZP(0) ];
% Numerical integration routine
[t,W]=ode45cte(' ARQ0 ',t0,tf,w0,h,0);
% Save data on file ARQ1.MAT
save ARQ1 t W;
% Plot graphics for particle 1
figure(1);clf;
subplot(311);
plot(t(:),W(:, 1:3));
grid; ylabel('Coordinates');
subplot(312);
plot(t(:),W(:,7:9));
grid; ylabel('Velocities');
subplot(313);
plot(t(:),W(:, 13:15));
grid; ylabel('Accelerations');
```


## Appendix B. Specific programs

The specific main program defines global variables (number of coordinates and number of variables) and numerical integration variables (step size, initial time, end time, and initial conditions). It calls the routine ode45cte.m that performs numerical integration, and it saves the results in files.

The specific subroutine generated by the compiler defines the mass matrix and free acceleration vector. It also calls the numerical differentiation FEED routines, the matrix $\boldsymbol{A}$ and vector $\mathbf{b}$ construction routines, and the calculation of the actual acceleration vector. Only one of the four constraint equations is shown.

Constraint equations were differentiated by FEED routines f_const( $\mathrm{c}, \mathrm{Nt}$ ), f_var(x,i,Nt,tflag), f_mult(x,y,Nt,vflag), f_sin(x,Nv,vflag), f_cos(x,Nv,vflag), $\mathrm{f} \_\operatorname{atan}(\mathrm{x}, \mathrm{Nv}, \mathrm{vflag})$, and $\mathrm{f} \_\mathrm{xttc}(\mathrm{x}, \mathrm{c}, \mathrm{Nv}, \mathrm{vflag})$. Matrix $\boldsymbol{A}$ and vector $\mathbf{b}$ were obtained through numerical routines for non-holonomic and holonomic constraint equations by the routine call $[A, b]=$ new $A b\left(A_{i n}, b_{i n}, G, x d o t, N\right.$, tflag,vflag). The actual acceleration was calculated at each moment by MAT$\mathrm{LAB}^{\circledR}$ built-in routines for addition, subtraction and multiplication of matrices, as well as computation of generalized inverse matrices.

## Specific Main Program

```
clc; clear; clear functions;
global nU N Nhs Nhr Nns Nnr Nths Nthr Ntns Ntnr;
N=6;
nU =2*N;
Nhs=N;Nths=l+Nhs+Nhs*(Nhs+l)/2;
Nns=2*N; Ntns=l+Nns;
Nhr = N+l; Nthr = l +Nhr+Nhr*(Nhr+l)/2;
Nnr = 2*N+1;Ntnr = l +Nnr;
h=0.005;
t0 = O;
tf=5;
wO = [sqrt(2)/2; 0; sqrt(2)/2; 2; 1; - - . 75; 0;
4*atan(1)*sqrt(2); 0; 0; 0; 0.25];
[t,W] =ode45cte('artigo5', t0, tf,wO, h, O);
save cartigo5 t W;
```


## Specific Subroutine

function $V=\operatorname{artigo5(t,U);~}$
global nU N Nhs Nhr Nns Nnr Nths Nthr Ntns Ntnr;
xdot $=U(n U / 2+1: n U)$;
$\mathrm{A}=[\mathrm{]} ; \mathrm{b}=[\mathrm{]}$;
$\mathrm{xl}=\mathrm{U}(1) ; \mathrm{yl}=\mathrm{U}(2) ; \mathrm{zl}=\mathrm{U}(3) ; \mathrm{x} 2=\mathrm{U}(4) ; \mathrm{y} 2=\mathrm{U}(5) ; \mathrm{z} 2=$ $\mathrm{U}(6)$;
$\mathrm{vxl}=\mathrm{U}(7) ; \mathrm{vyl}=\mathrm{U}(8) ; \mathrm{vzl}=\mathrm{U}(9) ; \mathrm{vx} 2=\mathrm{U}(10) ; \mathrm{vy2}=$ $\mathrm{U}(11) ; \mathrm{vz} 2=\mathrm{U}(12)$;

$$
\mathrm{M}=\left[\begin{array}{rlllll}
1.00000000 & 0.00000000 & 0.00000000 & 0.00000000 & 0.00000000 & 0.00000000 ; \\
0.00000000 & 1.00000000 & 0.00000000 & 0.00000000 & 0.00000000 & 0.00000000 ; \\
0.00000000 & 0.00000000 & 1.00000000 & 0.00000000 & 0.00000000 & 0.00000000 ; \\
0.00000000 & 0.00000000 & 0.00000000 & 1.00000000 & 0.00000000 & 0.00000000 ; \\
0.00000000 & 0.00000000 & 0.00000000 & 0.00000000 & 1.00000000 & 0.00000000 ; \\
0.00000000 & 0.00000000 & 0.00000000 & 0.00000000 & 0.00000000 & 1.00000000] ;
\end{array}\right.
$$

```
\(M 2=\mathbb{M}^{\wedge}(-0.5) ;\)
\(a=[-9.81 * x l ;-9.81 * y l ;-9.81 * z l ; 0 ; 0 ; 0 ;]\);
tflag=l; vflag=0;
Nv \(=\) Nhr; Nt \(=\) Nthr;
\(\mathrm{T}=\mathrm{f} \_\)var \((\mathrm{t}, \mathrm{O}, \mathrm{Nt}, \mathrm{tflag})\);
Xl = f_var(U(l), l, Nt, tflag);
\(\mathrm{Yl}=\mathrm{f} \_\operatorname{var}(\mathrm{U}(2), 2, N t, \mathrm{tflag})\);
\(\mathrm{Zl}=\mathrm{f} \_\operatorname{var}(\mathrm{U}(3), 3, \mathrm{Nt}, \mathrm{tflag})\);
X2 = f_var (U (4), 4, Nt, tflag);
\(\mathrm{Y} 2=\mathrm{f} \_\operatorname{var}(\mathrm{U}(5), 5, \mathrm{Nt}, \mathrm{tflag})\);
\(\mathrm{Z} 2=\mathrm{f} \_\operatorname{var}(\mathrm{U}(6), 6, \mathrm{Nt}, \mathrm{tflag})\);
\(\mathrm{F}=\mathrm{f} \_\mathrm{mult}\left(\mathrm{Xl}, \mathrm{f} \_\mathrm{sin}\left(\mathrm{f} \_\mathrm{mult}\left(\mathrm{f} \_\mathrm{mult}\left(\mathrm{f} \_\mathrm{const}(8, \mathrm{Nt})\right.\right.\right.\right.\),
f_atan(f_const(l, Nt), Nv, vflag), Nv, vflag),
T, Nv, vflag), Nv, vflag), Nv, vflag)—f_mult(Yl,
f_cos(f_mult(f_mult (f_const(8, Nt),
f_atan(f_const(l, Nt), Nv, vflag), Nv, vflag),
T, Nv, vflag), Nv, vflag), Nv, vflag);
Ain =A; bin = b;
[A, b] = newAb (Ain, bin, F, xdot, N, tflag, vflag);
\(\vdots\)
accel \(=a+M 2 *(p i n v(A * M 2)) *(b-A * a) ;\)
\(\mathrm{V}=[\mathrm{xdot}(:)\); accel(:)];
```
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